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This trail is worth following for more than historical reasons. For
game theory shares its origins with nearby current theories of morality
and agency, suggesting that game theory is a part of a complete and
coherent picture of agency. So, while its adequacy as a descriptive theory
of human behavior may be doubtful, in its consistency with nearby
theories of rationality in belief and individual decisions and the theory
of utility, game theory can be judged an enormous success. Further,
there is a therapeutic value for game theory in this enterprise, for the
landmarks that we shall examine have garnered criticisms over the years,
criticisms that will apply to game theory insofar as it remains consistent
with those theories.

Game theory is that part of rational choice theory that is concerned
with the interaction of rational agents. It is to be distinguished from
individual decision theory, which applies to situations in which there
is one effective rational agent, and social choice theory, which is con-
cerned with the decisions of groups of agents who must ultimately act
as one. There are many connections between individual decision theory
and game theory. Some decision theorists argue that for practical pur-
poses decisions ought to be modeled as individual decisions, and some
argue that game theory is a subset of decision theory (cf. Skyrms, 1990,
chap. 1). I shall attempt to show how game theory makes a unique
contribution to the understanding of instrumental rationality, and that
it cannot be subsumed by decision theory. The matter is rather the
reverse in my view: Game theory incorporates the picture of rationality
offered by decision theory and then goes one crucial step further.

Game theory is inspired by three main developments in the history
of ideas about rationality: (1) the idea that rationality is utility maximi-
zation; (2) the idea that rational beliefs and rational expectations (that
is, of utility) can be formalized using probability theory; and (3) the idea
that rational interaction, or interaction among rational agents, is stra-
tegic. The idea that rationality is utility maximization is the idea that
rational agents represent their desires in utility terms, and rank their
Oppons in order to find the best way to satisfy most of their desires.?
This requires first that we see rationality as a kind of calculation,? in
particular a maximization, and second that the maximization has to do
with getting what we desire as expressed in utility terms. Additionally,
It assumes that rationality is a capacity inhering primarily in individuals,
notin groups (though it is sometimes assumed that a group has univocal
belief and desire systems in order to model its decisions game theoret-

2. lam not making a commitment here to arealist interpretation of game theoretic models.

Qne may equally well for my purposes read this sentence as saying that agents act as
if they were representing their desires . . . .

3. This term calculation contains the so-called “ing/ed”” ambiguity. It is a debatable topic

whether a theory of rationality owes us merely a substantive final answer on any
question or a model of the procedure by which it is reached, as well.
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ically). Game theory model

situations - nodels agents as using their beli -
gf rationaleiltr;'c,1 E??gc(ci)i;léfzttez ﬁccfﬁ!g - olfﬁmil actionsélfiil?::::ntggz

e judged rati o idea that these subject i

for] gar%l . tfeflc?r?/ailsof ﬁrrz.a(tilonal. Thus, the second neces]:::)lrv;esgff;?r:
bility theory, a4 desires are that beliefs can be formalized using proba-
idea distinguishes gam e: }:n 1nd1v1dqal decision theory. The third main
that in order to a%:t r:t' eory f.rom'mdividual decision theory, the idea
rational agents one m ionally in gltuations of interaction with other
to be responding to o r:ls,t act strategically. That is, one must take others
ability. Each of these ig s own planned actions with the same theorizing
of 1924 or von Neum eas may be traced back far before Borel’s paper
be the first papers i ann’s paper of 1928, which are acknowledged to
order. n game theory. I shall discuss each idea, in historical

1. RATIONALITY AS UTILITY MAXIMIZATION

Utility the i ‘i
Begir?ningosv);tﬁaz l.tStOI'llgll'.lS long before Bentham and the utilitarians.
T ristotle, 1t has been common in some philosophical
Atai o desi erst;nfi rational action as choosing the best means to
in choice delibera:ies' O1‘1sto’fle Qalled the practical reasoning that results
2t lonst mota hoo.n. . n tllrlus view ratlgnality is a process, a calculation,
ing. . . .the rnpan ‘r/\llclt]a y- E.xcelle}'\ce in deliberation involves reason-
searching for someth(') is deliberating, whether he does so well or ill, is
9. One Seliberat fmg and calculating” (Aristotle, 1941, Bk. VI, chap.
finding the right es for the means, but‘ rational action involves not only
actiont o nofth means, but al-so seeking the proper ends. The ends of
N hothen thaw ¢ efresult of rational deliberation, but we can determine
totles vie “)’7 ton orm to reason by exc?rcising practical wisdom. In Ar-
om0 , to say that one acts 1.rrat10na11y is to say that either one’s
re not based on sound deliberations, or that one’s ends are not

deri i )
erived from practical wisdom. “‘Excellence in deliberation will be cor-
he end of which practical

l\-r\elicstgsfj i\vatlth regard to what conduces to t
separates d?lli% gpp.rehensmn” (Ari_stotle, 1941, Bk. VI, chap. 9)- Aristotle
ration, the calculation of means, from practical wisdom,
t both are required

th :
f()re ra}i.prehgnm'on of the correct ends of action, bu
ationality in action. This separation of the means from the ends

becomes, i ~ - g
es, in later thinkers, a distinction between rational and nonrational

processes.
The seventeenth century
of reason as a calculation, in W
Sefarsf(:)as_on,. through the work of Thomas
The nlrtLg is nothing more than ragid c.aIculat.ions .
e picture of reason and deliberation 15 that it, t00, !
substracting”’ that works ata physical Jevel on an

saw the further development of the idea
hat has been called the mechanical model
Hobbes. Hobbes holds that
on thought ”parcels.”
s a kind of “adding

alogy witha clock.
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In the rational person these calculations proceed according to arithmetic
rules. In the Leviathan he writes: “For Reason . . . is nothing but Reck-
oning (that is, adding and substracting) of the Consequences of generall
names agreed upon, for the marking and signifying of our thoughts”
(Hobbes, 1982, p. 111). Hobbes’s model of action is also a (rather crude)
mechanical model. Humans act on the impulse of appetites and aver-
sions, with greater or lesser deliberation in between. Deliberation con-
sists in imagining the possible consequences of our actions, and ulti-
mately we act or not according to whether the last consequence before
the decision incites our appetites or aversions. Deliberation can go wrong
if one does not reason well, but if reason properly determines the will
by conjuring up the right consequences of action, then one’s life will be
felicitous. ““He who hath by Experience, or Reason, the greatest and
surest prospect of Consequences, Deliberates best himself” (Hobbes,
1982, p. 129). Hobbes does not clearly set out the process by which
reason represents desire and belief, but in showing that rational action
depends on the propriety of this representation, he grasps the rudiments
of a modern computational theory of action.

Hobbes also contributes to the development of the modern subjec-
tive conception of value on which the theory of utility is based. Desires,
which are the objects of what he calls “appetites,” are for a person’s
own good, and the test that something is good is that it is desired.
“Whatsoever is the object of any mans Appetite or Desire; that is it,
which he for his part calleth Good. . . . These words of Good, Evill, and
Contemptible, are ever used with relation to the person that useth them:
There being nothing simply and absolutely so” (Hobbes, 1982, p. 120).
An appetite that results from deliberation is a voluntary act. Thus, an
action to satisfy a subjective desire for a good is a rational appetite if
rational deliberations show that the good desired will result from the
action proposed to obtain the good. The Hobbesian account of desire
has an objective element as well. Hobbes held that our appetites and
aversions are determined physiologically by the survival value of the
object in question. We have an appetite for what conduces to our survival
and an aversion to what does not. Thus, appetites are, properly, for
what helps survival. There is, then, a tension between the two accounts

of proper actions: A rational appetite may be for something subjectively
desired that does not help survival.4

4. There are problems with resolving this tension in either direction. If we suppose that
Hobbes’s account of value is subjective, then the account seems to conflict with his
gsychological assumptions. If we suppose that values are objective in the sense con-
sistent with his psychological assumptions, then Hobbes’s moral system degenerates
Into a purely descriptive account, and one without much empirical adequacy. I want
to maintain only that it is plausible to interpret at least some of what he says in Leviathan

as positing subjective value, since subjecti i
utiity theory, Jective value makes possible the development of
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Hume agrees with Hobbes against Aristotle in holding that reason
serves only to decide on the means for obtaining independently given
ends and to clarify the effects of actions under consideration. Desires,
or ends, are a mere matter of taste, so that one could neither persuade
someone of another desire nor criticize her as irrational for her desires.
Unlike Aristotle, Hume holds that there is a sharp distinction to be drawn
between reason and passion (the seat of desire), and so concludes, con-
trary also to Hobbes, that the very idea of “rational appetite” isa category
mistake. Rationality, according to Hume, applies to well-formed beliefs,
not desires. Beliefs are rational so long as one has good evidential reasons
for holding them, but desires can never be called rational or questioned
by rationality. Hume accepts from Hobbes the mechanical model of
reason and the notion that only subjectively held desires can motivate
actions. Reason enters into rational calculation and action in an advisory

role: “Reasoning takes place to discover this relation; and according as

N * . e
our reasoning varies, our actions receive a subsequent variation. I}ut tis
but is only

evident in this case that the impulse arises not from reason, .
directed by it. "Tis from the prospect of pain or pleasure that the aversion
or propensity arises towards any object” (Hume, 1981, p. 414). Reason
affects action by changing the beliefs about what consequences follow
from the action. Only the consequences for pleasure and pain motivate
action. This reduction of motivation to just two independent sources
leads to the theory of utility in which motivation is homogeneous.

Though the word utility with some connection to the ends o_f action
had been around since Horace,? the utilitarians pursued the notion tha(;
diverse desires might be measured on a single scale and thus compare
with each other and with desires of others (or so Bentham thought).
Bentham’s idea was that to determine what ought to be done one C"“?d
compare different courses of actions according to the pleasurelor pa::;
persons derived from them, and he combined the measures of p e-assrred
and pains to form a single sum of haPPine_ss' A“h"“%h h; cogfsilcﬁon”
the measurement of happiness, the hedonic calculus,” to b€ ad thors
or a model, he argued that ultimately the sum of pleasure an Pof dif-
the motivation for all actions and that in principle the pleas;l;else scale.
ferent people for different goods could be Cc‘)m_pafed along a; tg Jeasure

Later utilitarians abandoned the hedox}lshc hypo,thesmbtutasgn main-
and pain were the (only) ultimate motivations of actlons, o strongly
tained that ends could be compared oOn a single Sfale y ction to hap-
persons desired them. This severed utility t_hE"fY S Cortliﬁe theory was
piness that Bentham had postulated. At this point, Uf r;{ioﬂality as it
linked to moral and political theory, but not by way ©

. rm utility and the
5. In his ““Article on Utilitarianism” Bentham traces the hJ,Sto?{l: ié:zf:n work, s‘l"hi‘:h he
greatest happiness principle, including the transformation

speaks of in the third person (cf. Bentham, 1983).
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is now. The greatest happiness principle of the utilitarians holds that
the right action in any given circumstance is the one that maximizes the
happiness of all. This is not a matter of rationality, either individual or
social, but of the Good.*

Economists first connected utility theory with the notion of individ-
ual rationality. The marginalist revolution in the 1870s in Austria with
Carl Menger, in Switzerland with Leon Walras, and in England with
W. S. Jevons, introduced a new model of microeconomic behavior in
which agents are assumed to be rational and to be concerned with sub-
jective desires.” By “rational” they mean that these agents act to maxi-
mize their subjectively given (from the point of view of the model) utility,
subject to their budget constraints, that is, to the limits on their choices
imposed by the goods they own that they could trade with others for
what they want. Mathematically, this is a very neat theory. The con-
strained maximization is a simple matter of solving a Lagrange equation
constructed from a functional representation of the utility function and
the budget constraint. The result is that rational individuals will make
trades until the ratios of the marginal utilities they receive from the last
item of each good is equal to the ratios of the prices of the goods.

This microeconomic theory has had enormous implications for con-
temporary rational choice theory. First, it formalized the notion of utility
into a functional representation.® Second, it linked the notion of ration-
ality with the notion of utility maximization. Third, the mathematics by
which utilities are represented suggest a dynamic process and a notion
of stability: Rational individuals will continue to trade until the ratios of
their marginal utilities equal the ratios of the prices, at which point they
wi.ll be at a stable equilibrium. Although the marginalist economists
originally intended their theory to account only for choices in the eco-
nomic sphere, that is, consumption and production decisions, it has
been expanded by their intellectual descendants in Austria by Ludwig
von Mises and in the Chicago school, especially by Gary Becker, to all
contexts of human behavior, for example, crime, education decisions,
and the family (Becker, 1976). James Buchanan and Gordon Tullock,

6. On one understanding of . S. Mill

' s derivation of the i inciple in
Utilitarianism, greatest happiness principle

another kind of rationality is being appealed to. That is, Mill may be
taken to argue from some sort of social rationality principle that says that it is rational
to seek to attain what.is socially desired. This is a principle that would often conflict
:th the.mdmdual utility maximization principle that game theory endorses. But see

, arsanyi (1984) for an attempt to ground utilitarian moral theory in game theory.
. lf){eemr;;h CfSossen, w_ho fhscovered marginal utility analysis already in 1854, may have
Sﬁegl\er (ig slge‘:tpn‘;a;?:in;)t, but his work was not taken seriously by economists. See

8. The original marginalists’ utility functions i
were for a singl .
was the first to give it a generalized form. ele good. Edgeworth (1850
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;aslirsletso(i(())llele;rclir‘rl, anc}'t'heu followers have applied marginal utility anal-
1962: Colemail 611(3)(8) 61t1cal and social rlecisions (Buchanan and Tullock,
miCr’oeconomiclth ) Recent experrmental work has even extended
MacDonald 1985601%7hto animals. (See, for e?<ample, Battalio, Kagel, and
broadest pO,SSible .gcop:_s the theory of rational behavior has reached
of r;?:ng?ilhzt_ep in making this eCO-l'l_OrniC theory into an explicit theory
describing rati 1ce l\-fVaS. to deduce utility functions from a set of axioms
the princig 1 1‘;‘“3‘ ity n P{efefencee and actions and to couple this with
when thei ;.‘. at rationality is rmhty maximization. This step is taken
the re uirenionls tglat characterize coherent preferences — for example,
implycelx util'ten that theY. be complete and transitive — are shown to
a represent tl_Y relfi)resentathn of the preferences. Such a result is called
N ac;) ion theorem. Thle theorem shows precisely what must be
3 numeriealofl'agents' end in particular tl}eir preferences, in order for
kinds of ut‘ll'lt ility function to apply to their preferences. There are two
nd Cardinlll y '?.Cales for which representatlon theorems exist: ordinal
the order af utility scales. An ordinal scale is one that represents only
o Dot of goods according to one’s preferences; it i unique only up
p.O-SltIV.e monotone transformations.” A cardinal scale is unique up to
1;?21;1:’2 ll?efar transformations. It thus represents the relative strength
preferences as well as the order.™® Since cardinal scales claim to
represent more information about agents’ preferences, the axiom system

has to be stronger.

9. To say that a function, u(x), is “unique up to positive monotone transformations”
means that any positive monotonic transformation of u(x) yields a function, 1'(x), that
rmation is a trans-

is essentially equivalent to u(x), wherea positive monotonic transfo
i.e., fu(x) > 0 if and only if

formation, f, such that (1) f preserves the sign of u(x),
u(x) > 0 and f(u(x)) < 0 if and only if u(x) < 0; and (2) the first derivative of fu(x) is
always positive.
10. There are several ways of constructing cardinal scales, though, that support different
e von Neumann-Morgenstern utility

interf_)retations of the underlying preferences. Th
function is the most well known and the one used almost exclusively in game theory.
tility function does not support

von Neumann and Morgenstern claimed that this u

comparisons of differences in preferences. That is, oné cannot say that since u(a)~
f‘(b) > u(c) — u(d), the change from b to a is preferred to that from 4 to ¢. The problem
is not one of mathematics; clearly tha if > is identified

Wit}} “is preferred to.” The point is rather that if we
matical relationship of the utilities for lotteries to the underlying preferences for states

of affair, then we are assuming that there is an underlying preferencé for the changes
h the utility function, or perhaps

of a to b and ¢ to d that we are simply measuring wit _ :
one that we are prescribing. In either case this violates the notion that 2 utihr){ function
is merely a representation of the stated preferences: which were Over Jotteries. What
it does support is comparisons of preferences about risky events- For further expla-
nation and consideration of other cardinal utility scales, see Fishburm 1989, pp- 129-

36, and Luce and Raiffa, 1957, pp- 19-3%

derive a claim from t
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In the early years of the marginalist revolution, economists assumed
utility in a simple cardinal functional form, where the utility of a col-
lection of goods is equal to the sum of the utility of each good taken
separately, that is, u(a;, @y, . . ., a,) = u(@) + u(a,) + ... + u(a,). As
early as the late nineteenth century Vilfredo Pareto recognized that it
was not necessary to assume cardinal utilities in order to derive the
theorems of consumer behavior. He renamed utility, ophelimity, in order
to avoid confusion with the other uses of the term utility, although the
new term never caught on. Pareto noticed that there were problems with
the standard conception of utility. First, he questioned whether utility
exists in the cardinal form that was then standardly assumed.!' At that
time, economists assumed that a cardinal scale of utility was (at least
theoretically) available on which everyone’s subjective desires could be
measured and compared. But there existed no method for measuring
desires. Whereas heat can be measured by thermometers, so that one
can say more than “this is hotter than that,” with desires all that we do
have is “I prefer a to b,” or “I am indifferent between a and b,”” Pareto’s
objection to the measurability of desires has been considered a serious
problem ever since, and economic theory abandons this assumption
whenever it can. Edgeworth had previously shown how to derive in-
difference curves from cardinal utilities. Pareto turned this around, de-
riving ordinal “ophelimity indices”” from the indifference curves alone
and showing that if an agent orders sets of bundles of goods to which
she is indifferent, then from that information an ordinal utility ranking
can be derived. Pareto thus derived the ordinal representation theorem
(though not by this name), which says that if an agent’s preferences are
such that for any bundles of goods x and y, either x is preferred to y or
y to x or the agent is indifferent between x and y, and only one of these
disjuncts holds. In addition, if the preferences are such that they form
indifference curves that are convex to the origin, then the preferences
can be represented by an ordinal utility function (Pareto, 1971, pp. 191-
99)." From his ophelimity indices Pareto derived the competitive equi-
librium for perfect competition. Once he had shown that the most im-
portant results of microeconomic theory of his time could be derived
from ordinal utilities alone, Pareto argued that we ought to do without

11. Schumpeter (1954) traces this objection of Pareto to 1900 in some lectures he gave at
the Ecole des Hautes Etudes in Paris, and to Pareto’s “‘Sunto di alcuni capitoli di un
nuovo trattato di economia pura,” in the March and June numbers of the Giornale degli
Economisti, 1900. He also gives this objection in Manual of Political Economy (1971, pp.
191-92).

12. Clearly he is also assuming that the preferences are transitive,
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cardinal utility functi .
he aéSOCiate(;YWithc:}l;rE.Eecause of the serious philosophical problems
a e ,

i iy oo o e v s v
tation toward com & into two groups according to their basic orien-
(first made ex licif?)rmI? preferen.ce d_lfferences. The older construction
parison of prelf)erence;y di?ffeerteor)lcfeeshe"l?h(lin'plidtly or explicitly) on @ €7
bv bru i _That is, it constructs the utility scale
ar)i d thzenf(f)éiet’hisb?g agents for an ordering of (combinations of;ygoods
Appendix to his ]1\2 ervals bet\_vgen the (combinations of) goods. In the
scales constructed “_””aé Of Political Economy, Pareto shows that cardinal
sssumptions. Fith in this way require strict, and rather implausible,
suming goo& od er vge have to assume that our preferences for con-
else we have), o EPE; only on the amount of good x (and not on what
reveal the inte,rvgfvi ave to be ab}e tq perform experiments that directly
his economic th s Etvyeen combl_natlons of goods. Thus, he formulated
analysis assum tzlor}): without cardinal scales. However, Pareto’s ordinal
by the actions z ; ;gz; ?;ltcomes of events are determined with certainty
for ;?eflegri?{cgsrink Rgmsey Pquuced the first representation theorem
assumptions. R y cardinal utilities that c'hspensed with these implausible
istence of an' . Tt?sey Construcf,ed cardlpal utilities by assuming the ex-
that if art age :3' l'Call_y neutral” proposition p, which has the property
then he s g 2-&5 indifferent between two states of the world, A and B,
and B if _lnf 11 eT‘ent betwee.:n the following options: (1) A if p is true
define th’:e lz.féfl se; and (2) B if p is true and A if p is false. Now he can
equal to th 1t lirence in value between two states A,B of the world as
- erent g etween two ot_her states C,D just in case the agent is
O o etweenz‘(l) Aif pis true and D if p is false; () B if p is true

if pis false. This essentially gives him away to compare preference

di . ! .
S;frfr‘irences by comparing lotteries over states of the world without as-
ing that agents can compare the preference intervals directly. Several
1so required for the represen-

?tEEr axioms concerning preferences are 4
t? ion theorem (cf. Ramsey, 1990, pp- 73-75). Ramsey goes on to show
ow the utility representation can then be used to derive 2 representation

;heorem for subjective beliefs (that is, a personal probability function).
n the 1947 second edition of Theory of Games and Economic Behavior,

of utility scales- The problem

1 . A -
3. Pareto also questioned the interpersonal comparability
e person’s atilities, we could

h ; .
e saw is that even if we could find a scale to measure on
on. Interpersonal com-

not be sure that the same scale would apply to another pers
parisons are important for those who hold that total utility is to be maximized, because
ed, however, that any

summing over incomparable scales is nonsensical. Pareto argu '
change in social policy that would increase one person’s utility without worsening
anyone else’s could still be seen as good, without relying on any ability t0 make

interpersonal comparisons.
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von Neumann and Morgenstern independently proved a representation
theorem that used probabilities conceived as given by relative frequen-
cies. Like Ramsey, they recognized that utility and probabilities con-
ceived as subjective beliefs could be interderived (cf. von Neumann and
Morgenstern, 1953, p. 19, n. 2), though unlike Ramsey’s their proof does
not derive both. These cardinal representation theorems require axioms
about comparisons of lotteries over events and thus also make stricter
requirements on agents’ behavior than the corresponding theorem for
ordinal utility.

For much of economic theory ordinal rankings are enough, for ex-
ample, the theory of consumer behavior in perfectly competitive mar-
kets. But such situations are characteristically nonstrategic situations and
thus not the kinds of situations game theory is uniquely able to analyze.
Game theory would not go very far with only ordinal utilities. Its reliance
on cardinal utilities has been the source of much of its power and its
criticisms. However, to get the cardinal representation theorem, and so
to be able to analyze expected values, additional axioms are required,
and these require statements about probabilities, the subject of the next
section.

2. PROBABILITY AS RATIONAL BELIEF,
EXPECTATION AS RATIONAL DESIRE

Contemporary game theory™ requires a probability theory for two im-
portant purposes. First, as we mentioned above, it uses concepts of
probability theory to define and construct cardinal utility functions for
agents. Many of the solution concepts can be justified only with com-
parisons of preferences for risky goods, and this is supplied by cardinal
utilities. Second, probability theory allows game theory to model situ-
ations of risk and uncertainty. Risky situations are ones in which an
agent does not know some future state of the world but has an objective
probability estimate about the possible future states. A situation is un-
certain if the future state is unknown and there is no objective probability
estimate. In game theoretic certainty situations, players have full infor-
mation about their own and others’ possible actions, and about the
outcomes that would result from any combination of actions, and they
have common knowledge of these facts. Playing a game of chess each
player knows the other’s utility function (winning is better than losing),
the available strategies (the possible combinations of moves of the
pieces), and, if we assume they have good memories, they know the
previous moves of the game. Furthermore, since the moves are fully

14. I have in mind here game theory taken as a whole, that is, noncooperative as well as
cooperative game theory and imperfect as well as perfect information games. Coop-
erative games of perfect information do not require cardinal utilities or probabilistic
belief functions, and other special cases can also be treated without probability theory.
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ubli

Eomlrlrcloini:;\vggggteo lgasrr?é ‘ﬁfe cant -assurrée lthat all of these facts are
) . . oretic models of these situations are
tﬁlel:jiscgrcrigﬁzee :]f;?n é);:’ficatt }nformaltiorfl models. Situations in which

is a result of agents’ lack of full informati
Zzzgtsca::alffo;ces relevant to the situation, or of past decisions of ggloeI:
format’ion Oartn e Ot};Ier agents’ att-ri.b.u.tes are modeled by imperfect in-
objestive rgob l1’;‘slw en the possibilities for these variables and their
o thep . abi 1t}§zs are common_ly known and incomplete information
e liykerehnot. For example, imagine a game, call it “chess*, which
b chess, l})lut each player has some restrictions on the move-
e OSSib%neces t- a_t are known only to him. If there is a well-defined
they krI:ow the restrictions that all-the players know, and, in addition,
the game m e pbrobablhty with wh{ch each restriction would apply, then
e B eiy f rpodeled as an imperfect information game. In fact,
s be reggi aéloqs of the players about the uncertainties can them-
same is in}: f1C ed with some commonly known probability, then the
. OSSiblper ect. I'f, on the other hand, the players may not know all
e pame e rels)tngt1ons, or the others” expectations about them, then
invo%ve unrnay e 1.rreduc1bly incomplete. Since most realistic situations
- uncertainties, the advances ma@e possible by probability theory
crucially important to the plausibility of game theory as a general
theory of rationality.
decalggbe}blﬂéléy" as we now conceive it, came into being around the
of robob‘l' 0in the.work of gevefal people who approached the idea
° probability f_rom d}fferent directions.'® Three ideas about rationality
ome together in the idea of probability: the idea that rational monetary
Eﬁpectatlons in games of chance are equal to the product of the proba-
h ity of the. (‘)utcom.e‘ and the monetary value of the outcome; the idea
at probability codifies rational belief also in contexts other than games

of _Chance; and the idea that rational beliefs must be conditioned by
evidence, and that this means that rational beliefs are conditional prob-
blished the first textbook of

abilities. In 1657, Christiaan Huygens pu
pro})ability, (translated as) Calculating in Games of Chance, in which the
notions of expected value and equivalent gambles Were invented. The
expectation of a gamble is what Huygens defined as the fair Prio® o

participating in a lottery. If a fair lottery gives one a chance of winning

x dollars, with an equal chance of each ticket being the winning ticket,
ticket, then the fair price

and there are n tickets and only one winning _ (
of the lottery is x/n. This is also the expectation that one has in buying

1967-68) shows that in many €ases
fect information games- This

15. This needs to be qualified somewhat. Harsanyi (
ledge of the possible future

incomplete information games may be reduced to imper
can be done, however, only if there is common Kknow
states of the world among the players.

16. I owe much here to Hacking (1975).
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any one lottery ticket. He goes on to argue that a fair price can be found
for any bet by finding a fair lottery such that the bettor is indifferent
between the lottery ticket for the original bet and the fair Iottery; such
lotteries are called “equivalent gambles.”

In a 1738 paper Daniel Bernoulli developed the idea of expectation
more fully and connected monetary value with what he called the “moral
worth” of money, or what we would call its utility. He writes, “the
determination of the value of an item must not be based on its price, but
rather on the utility it yields” (Bernoulli, 1954, p. 201). Specifically, Ber-
noulli claimed that the moral worth of money was proportional to its
logarithm, or U(x) = a - In(x), making its utility a function that increases
ata decreasing rate. One example to which he applies his utility function
for money is his famous solution to the St. Petersburg paradox, which
goes as follows: Suppose that one could pay a fee to enter a lottery which
paid one 2" dollars with a probability of 2-" for each integer #, how
much should one be willing to pay? Since the expected payoff of the
lottery is infinite as n goes to infinity, it may seem that there is no limit
on the fee one ought rationally be willing to pay. But our intuitions tell
us otherwise, since, for example, to win $128 one has only a 1 in 128
chance. To solve the problem, Bernoulli appeals to the “‘moral worth”
of money, arguing that $1 is worth more to the pauper than to the
millionaire, and that one’s first $100 is worth more to anyone than the
next $100. The point is that the moral worth of each new dollar declines
as one gets more money, while the moral worth of one’s most recently
lost dollar becomes greater as one loses money. Thus, although the
expectation of the lottery is unlimited, the expected moral worth of the
additional gains decreases as 1 increases, while the expected moral worth
of the additional losses increases.

The ideas of expectation and equivalent gambles are the key notions
in the development of cardinal utility scales to solve problems about
uncertain futures. In order to derive the cardinal representation theorem
thatallows one to deal with uncertainty, one needs axioms that constrain
the preferences of rational agents in trade-offs among different lotteries.
Huygens showed what one must rationally expect in such trade-offs.
Given what one must rationally expect and the fact that rational agents
prefer more to less, this entails that one must rationally prefer those
lotteries from which one can expect a greater payoff. Thus, probability
theory gives us a principle of rationality in preference over lotteries
allowing us to go beyond ordinal to cardinal scales.

While Huygens and Bernoulli forged the connection between mon-
etary expectations in simple games of chance and probability, they did
not link probability with rationality in belief more generally. In 1658,
Pascal wrote the Pensées, in which he describes an argument justifying
belief in God that we know now as Pascal's wager. Among other im-
portant contributions to the theory of rationality, this argument linked
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probabilistic reasoning with beliefs. The wager argument first attempts
to show that belief in God is warranted because it is a dominant action.
A dominant action is one that leads to an outcome that is as good or
better than any other regardless of the actions of others or of the outcome
of uncertain events. In this case it is uncertain whether God exists, but
Pascal argues that if He does, then an infinite payoff can be realized by
bel%eving in Him, and if He does not, then nothing is lost, while not
believing in Him leads to at best a zero outcome either way. So either
way one does at least as well by believing: “if you win, you win all; if
youlose, you lose nothing. Wager then, without hesitation that He does
exist” (Pascal, quoted in Rescher, 1985, p. 8). But this argument fails to
take account of the cost of believing, and when that is factored in dom-
Inance does not apply, since if God does not exist, it is better not to
believe (or 50 one might argue). To answer this objection Pascal does a
calculat_lgn of expectation. He argues that because there is a positive
{)robablhty 'fhat God exists and because belief in God if there is a God
t(le::::ds to an 1pfinite futurg paypff, one ought to believe in God. That is,
b ;xlcaletc}t‘atlon from this belief is inf%qite. With this argument-l’ascal
ikels }(‘30 . at one ought to use probabilistic reasoning to determine the
b od of an event and that expected value calculations apply to
roader contexts of decision.
the S\jtitcllonality in belief also requirgs that one condition 01.1e’s belieffs on
inde eneczlncelone has. In 1665, in his essay “De con@xtxombus,” pelbn1z
analygsis e;ntY. developed‘a. theory of probability in order to give an
views Ie Zl rationally conditioning belief on evidence in the lfxw. On. his
accountga dc?ses are to be decn'd‘ed by taking .all.of the evidence into
the Statesn f iguring the proba.blht.y ?hat one claim is correct by analyznpg
s corpect 0 cEllffalrs under whnch. it is correct and in'cgrrc.ct. If the.clgnln
correct unltin er all states qf affairs, th_en }ts probability is 1 ; an.d 1.f it is
mediate si er none, then its probability is 0. The probability in inter-
true divid lcllagons is determlqed by the number of cases in which it1s
analysis iet dy the number in Whlch the glaim is true or false. This
argumentn.:ohuces a couple o.f.xmportant xdefls: Like Pascal's wager
States of af fl shows that probability has to do with the §tatements about
s relutiy. ta1rsh broadly construed and that the probability of a statement
ilities ape o the known facts or, as we might say now, that all proba-
The neXtcondltlonal prob.ablhtles. _
covery of th great advance in the theory .o'f ratiqnal belief was the dis-
that grow e rule for conditioning probability estimates on new ev1denc,e
rule o By 0\1t’ of work by Thomas Bayes. The rule, now .c'alled Bayes’s
POSthumoye? S theqrem, stems from an essay on probability by Bayes,
vorey usby p.u.b-hsh’f:d in }763. ?n this work he solves the prthlem of
A will OCEI‘O qb1ht1es, that is, of finding the conditional PFobablhty thfat
occur of ur given that B has occurred from the probability that B will
given A, which is a necessary calculation for inferring from ob-
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served frequencies to associated probabilities. Bayes was actually trying
to solve a more difficult application of what has come to be known as
Bayes’s rule. He states the problem: ““Given the number of times in
which an unknown event has happened and failed: Required the chance
that the probability of its happening in a single trial lies somewhere
between any two degrees of probability that can be named” (Bayes,
1940, p. 376). But the important observation that he made to solve the
problem was that the inverse probability could be figured from the rule
for compound probabilities. This is done in propositions 4 and 5 for the
case where A and B are independent events. We would write today:
P(A|B) = P(B|A) = P(A&B)/P(B) (Bayes, 1940, pp. 379-81). Where A
and B are not independent events, the theorem is somewhat more com-
plicated. The conclusion reached from Bayes’s theorem is that one can
rationally condition one’s prior beliefs on new evidence by using a simple
relationship from the probability calculus. For example, suppose we
want to know what the probability is that someone gets heart disease
given that she is a runner, P(H|R), and we know the probability that
someone in the general population gets heart disease, P(H) (the ““prior
probability”) and the conditional probability that someone is a runner
from the set of people with heart disease, P(R|H). Then applying Bayes's
rule, the formulais P(H|R) = P(H)P(R|H)/[P(H)P(R|H) + P(~H)P(R|~H)].

The eighteenth-century work formalizing inductive evidence in a
probability calculus gradually became known to philosophers as well.
Bishop Butler was led to conclude that probabilistic reasoning repre-
sented the most important kind of reasoning for mere mortals. He wrote:
“But to us, [in contrast to the deity] probability is the very guide of life”
(Butler, 1850, p. xlix). Hume, in his Treatise of 1739, criticized attempts
to rationalize beliefs about the future using probability. He argued that
the strength of beliefs varies by the vivacity of the impressions that cause
them. A belief about a future event, however, cannot be based on an
impression, since we cannot have an impression from an as yet un-
realized event. Furthermore, there is nothing in present or past events
from which we can infer, logically, future events. Our beliefs about
future events, then, must be formed by nonrational processes,’” foremost

17. He provides us with animpressive list about the ways beliefs can vary from nonrational
processes: “When we have not observ'd a sufficient number of instances, to produce
a strong habit; or when these instances are contrary to each other; or when the
resemblance is not exact; or the present impression is faint and obscure; or the ex-
perience in some measure obliterated from the memory; or the connexion dependent
on a long chain of objects; or the inference deriv'd from general rules, and yet not
conformable to them: In all these cases the evidence diminishes by the diminution of
the force and intenseness of the idea. This therefore is the nature of the judgment
and probability. . . . nor will it ever be possible upon any other principles to give a
satisfactory and consistent explication of them. Without considering these judgments
as the effects of custom on the imagination, we shall lose ourselves in perpetual
contradiction and absurdity (Hume, 1981, pp. 154-155).
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among them the force of habit, or custom, of inferring cause and effect
from constant conjunctions of similar events. Altering Butler’s phrase,
he writes, ** “Tis not, therefore, reason which is the guide of life, but
custom” (Hume, 1981, p. 652).

Hume’s problem of induction is a powerful criticism of the frequency
view of probability, which interprets probability as the long-run fre-
quency of events of the same type. To say that there is a probability of
1/2 that this coin will come up heads is to say that in trials in the past
the coin or coins like it have come up heads 50 percent of the time.
Clearly it commits the ““error” of assuming that future trials will resemble
the frequency of past trials.

In this century, Frank Ramsey, Bruno deFinetti, and then Leonard
Savage developed the notion of subjective probability. They argued that
agents have (nonrational) subjective prior degrees of belief for all state-
ments, which can be rationally updated by evidence using Bayes’s rule,
without making the illegitimate inductive move criticized by Hurflg. The
trick to avoiding the inductive move is to require one’s probability es-
timates about the future to be internally consistent with each other and
with one’s knowledge of the present and the past, and then to use the
resulting probabilities as measures of one’s subjective beliefs and notas
objective facts about the world. They showed that the probability cal-
culus is consistent with this interpretation of probability founded eptl_r ely
on subjective guesses about statements. We can illustrate the basic idea
with the following thought experiment of deFinetti. Suppose that agents
place odds, or probabilities, including conditional probabilities, on the
truth of a set of statements that is closed under the logical operations
‘and’, ‘or’, and ‘not’. Now suppose 2 bookie is allowed to t'ake any of
the bets or combinations of bets given those odds. Then using the ra-
tionality principle that one should prefer more of vyhatever one vyz’ar.\ts
to less, it can be shown that only certain combinations of probablll'tl.es
are rational to set and these are the ones consistent with the probablhty
calculus. Any other probabilities will lead one inevital?ly to lose to :ihe
bookie. Thus, the agent's beliefs must be coherent, th?s sense de-
manded by the probability calculus, in order to be ratxongl. f

Subjectivists, who are called Bayesians because of the importance ?
Bayes's rule to their theory, also derive from Bayes’s rule the meC{Pfe
that all information is evidence upon which we can improve our beliels
about the world. In rational choice generally this led to the prm.aple,
sometimes taken to be the central insight of Bayesianisrr_l, that all.mfc_)r—
mation is to be used optimally in decisionmaking. Bayesians also ]UZ“Z
their coherence view by showing that if one uses evidence to up ab-
one’s beliefs with Bayes's rule, then in the long run the subjective pro
18. This justification of subjective probability has been justly criticized as 2pplying only
to those who actually make all the bets. See Schick (1986)-
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abilities will converge to the same values as frequency probabilities. Not
all game theorists are Bayesians, however, because Bayesianism assumes
that agents have prior probabilities for all possible states of the world.

Economists in this century typically have distinguished between
risky and uncertain situations (cf. Knight, 1921/1972, chaps. 7-8). A
risky situation is a situation where the outcomes of actions or the con-
tingencies of nature that bear on the situation are not perfectly known,
but there is some basis for figuring an objective probability estimate for
them. A situation of uncertainty is one in which there is no such basis.
Bayesians deny that there is any clear distinction between risk and un-
certainty, because they think that we are never in a situation in which
there is no basis for postulating a prior probability. (Of course, they
agree that there are better and worse sources of data.) So, for Bayesians
the game theoretic treatments of the two situations become identical.

The two essential aspects of probability theory for game theory that
I have discussed in this section, its use in formulating cardinal utilities
and its use in risk situations, dovetail neatly. Game theory reduces some
imperfect information situations to perfect information models by re-
placing utilities under risks by expected utilities. Under the right cir-
cumstances, incomplete information situations may be reduced to im-
perfect information situations by replacing commonly known objective
probabilities with subjective probability estimates.?

Utility theory and probability theory, together with the notion of
dominance, form the foundations of individual decision theory. By the
early twentieth century, neoclassical economists used these principles
to make economic arguments, though many rejected cardinal utility in
much of their analyses and concentrated on certainty situations, in which
ordinal utility is sufficient for decisionmaking. But decisionmaking in
interaction raises new problems that cannot be solved within individual
decision theory when one realizes that the agents with whom one is
interacting are just as rational and capable of optimally using informa-
tion. This gives one a new kind of information for predicting the actions
of others, information that is not simply reducible to inductive or prob-
abilistic evidence.

3. RATIONAL INTERACTION IS STRATEGIC

Game theory brings the concept of strategic interaction to the rational
choice model of rationality. While individual decision theory confronts
the rational decisionmaker with a nonrational environment, game theory

19. By “commonly known” I mean that the objective probabilities are known by all the
relevant persons, and they are known to be known, and it is known that they are
known to be known, . . . If this common knowledge is missing, there may not exist
game theoretic solutions.
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confronts her with a number of other rational agents, each of whom
may have an effect on the outcome of her actions. Thus, game theory
formalizes the notion that rational interaction requires agents to consider
the others’ reasoning in choosing actions. In particular, if one believes
that the other agents are also rational, then one ought to attribute to
them the ability to reason in very similar ways as oneself about the
choice situation. This attribution of rationality then gives one added
information about how the others might behave, and one must see the
others as also realizing this, and so on. Thus, from the Bayesian ration-
ality principle that one take into account all one’s information about the
situation and from the assumption that others are equally rational, one
arrives at a new kind of decision situation known as strategic interaction.
In this section we shall examine conceptions of strategic rationality and
the special problems that strategic thinking poses the theorist of ration-
ality. First among these is the necessity of modeling the nested levels
of mutual beliefs or expectations of the agents. Another crucial conse-
quence of this strategic thinking is that groups of three or more present
problems that are qualitatively different from groups of two. In groups
of three or more the possibility of coalition formation, thatis, of two or
more agents forming a group within the whole group, arises.
Parametric (as opposed to strategic) models of interaction assume
that agents take the others’ actions to be fixed according to a small set
of predeterminable parameters. Individual decision theory models the
environment as this sort of parametric actor: One decides on the prob-
ability with which one’s own actions will lead to each possible outcome
and then makes the decision. But this does not model the others as

r i b deling the thinking of each; it takes the
D e ovem. For son : : t imagine that this

others’ actions as given. For some situations we mus :
is the best we can do. If the others are nonhuman, or have very foreign
values and motivations, then perhaps it is impossible or not worth .the
trouble to model their thoughts. But, in those cases where the motiva-

tions and values of the others are clear, and where it can be assumed

that everyone knows what the options are, and this is all known to be

known, then information that makes possible a game theoretic model

is available. ot
An example here may help illustrate how strategic mode tmge fin-

teraction differs from parametric modeling. You want to mee m
1 want to avoid meeting you.

train in which we are both passengers-

There are only three different cars, numbered 1, 2, and 3, an}c\i ;Vet r%d
to choose only one, which we will have to remain in for the vbv tﬁ z f u;;.
Suppose that all of this information is commonly known t0 Ou think |
Then what you will do should rationally depend on w'hat yoh' k you
will do, which in turn should depend on what yoU thlﬁ}( 1I< ou thinik
will do, which of course depends on what you think I t lﬁ t)’ tepend
L will do, and so on. Likewise, what I will do ought rationally o dep




i
3
L
Ti
i
fip
g
i

BN
HE A
oE
b

118 ANN E. CubD

on what I think you will do, and that will depend on what I think you
think I will do, which depends on what I think you think I think you
will do, and so on. Given certain rather strict assumptions about the
players’ utility functions and information, game theory allows us to show
that the iterated considerations may come to an end in an equilibrium
solution, which is a best response to everyone else’s best response,
though they need not in many cases.? Considerations about the mutual
responses of the agents are paradigm strategic considerations. If, on the
other hand, I say to myself, “you usually take 3, so I will take 1,” then
I am modeling your behavior parametrically, I am taking your action to
be known or merely stochastically varying.

Although, as we shall see, game theory understood itself from the
beginning as adding the strategic element to modeling rationality, game
theorists have only recently begun to model the mutual knowledge and
beliefs explicitly. But the view that iterated mutual expectations are im-
portant for strategic rationality can be found in earlier philosophical
investigations of rational social interaction and even earlier examinations
of military strategy. For example, Thucydides in his History of the Pelo-
ponnesian War, refers many times to how one army considered the future
actions of another by trying to model their reasoning. In the dialogue
between the Melians and the Athenians, the Melians argue that the
Lacedaemonians will come to their aid against the Athenians:

But it is for this very reason that we now trust to their respect for
expediency to prevent them from betraying the Melians, their col-
onists, and thereby losing the confidence of their friends in Hellas
and helping their enemies . . . . We believe that they would be
more likely to face even danger for our sake, and with more con-
fidence than for others, as our nearness to Peloponnese makes it
easier for them to act, and our common blood ensures our fidelity.
(Thucydides, 1952, p. 506)

Their strategies are determined by their beliefs about the Lacedaemon-
ians’ probable course of action, which in turn is determined by what
the Melians think the Lacedaemonians believe about them, namely, the
Melians believe that the Lacedaemonians will believe that they (Melians)
are trustworthy because of their “common blood.” It is likely that one
can find similar kinds of reasoning in almost any good commentary on
war, or for that matter, chess or other games of strategy. Steven Brams
(1980) has applied game theory to the stories of the Old Testament.
Although he does not show that the writers of the Bible themselves
recognize the strategic nature of the interactions, he finds enough evi-
dence to attribute to the actors’ strategic thought and motivation.

20. Bacharach (1987) discusses the definition of a solution for games and argues that there
is little reason for us to be optimistic that there will be a solution in a wide variety of
games, namely those with multiple Nash equilibria, or with none at all.
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Beginning in modern times, strategic analysis has been applied to
everyday social interaction. Hobbes's state of nature arguments contain
some early strategic analysis. In many contemporary reconstructions,
Hobbes's state of nature problem is equated with the prisoner’s dilemma,
the solution to which is found using dominance. reasoning. When a
dominant strategy is available, one need not ever consider the moves
of the other player in the game. That is, even if one knew precisely what
the other was going to do, one rationally should still play the game the
same way: always defect. So it cannot pay on€ to consider the thoughts
of the other player in that game; the situation is, in effect, a parametric
situation for players with dominant strategies. But Hobbes's analysis of
the state of nature also contains paradigm strategic elements, even if
dominance ultimately rules. Hobbes claims that there are “‘three prin-
ciple causes of quarrell. First, Competition; Secondly, Diffidence;
Thirdly, Glory” (Hobbes, 1982, p- 185). The first of these does not.ob-
viously require strategic thought, if itis a prisoner’s dilemma situation,
but the latter two must involve some mutual expectations. About the
second he writes: “And from this diffidence of one another, there is no
way for any man to secure himselfe, so reasonable, as Antimpatxen
(Hobbes, 1982, p. 184). To see the usefulness of anticipatien requires
one to try to think one step ahead of one’s opponent, realizx.n‘g that he
has followed one’s own reasoning to that point. In rationalizing glory
as a motivation, Hobbes bids us consider the long-run effect of havx_ng
the power and reputation that glory causes: #if others, that otherwise
would be glad to be at ease within modest bounds, should not by in-
vasion increase their power, they would not be able, long time, Ey
standing only on their defence, to subsist” (Hobbes, 1982, p- 185)-h1;
nally, Hobbes argues that because rational persons can come to see tha

all are so motivated, they ought to institute an abso!ute severeign. tl('ihuzi
rational interaction is strategic for Hobbes, and this r".‘“o“al consicer

tion of mutual expectations makes avoiding war possi le. | expec-
Hume was more clearly aware of the importance of mutua ex;la
tations in his remarks on conventions in the Treatise. A convention so. ves
one of the commonest kinds of strategic situations we face, mtuahonsf
in which we have to coordinate our actions to bring about what eac}(\) ;)S
us most wants. Hume himself gives several examples: the.t\;:? }frrf’ab-
who must pull together on the oars of a boat, property nfga Scommon
stinence in the possessions of others,” .IanguageS, yseto Hume, the
measure of exchange, and promise-mahng. Accor-dmg”bo i sloW,Pro'
convention for respecting others’ property rights arises 'e;, ces of trans-
gression, and by our repeated experience of the mconvi‘;:at the sense of
gressing it. . . . This experience assures us still more,
interest has become common to allour fellows!, fmd give
of the future regularity of their conduct: And ‘tis onl )
of this, that our moderation and abstinence ar€ founde
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p. 490). We judge from experience that everyone sees the value in ab-
staining from others’ possessions, and from this we build common
knowledge of the interest we each have in maintaining the growing
convention not to steal. So we come to expect that the others will abstain
from ours, and hence we abstain from the others. One might interpret
this passage as suggesting that we arrive at property right conventions
through a myopic trial-and-error kind of process. Perhaps Hume is say-
ing that we begin by trying various ways of getting along and eventually
stumbling on the convention of property rights. Such myopic search has
recently been modeled game theoretically by evolutionary stable strat-
egies, in which the equilibria are reached by nonrational processes, for
example, whole species are modeled as agents “‘seeking” survival. (Cf.
Maynard Smith, 1982.) This interpretation would have Hume saying
that we repeat many experiences of not having property rights and a
few of preserving it, and eventually we come to see simply that the
latter is better than the former and we continue to do that. In that case
our guide, as it is for induction, is custom, not reason. Thus, it would
not be true to say from this passage that Hume recognizes rational
strategic interaction. I think that myopic equilibrium search is a plausible
story of how many human conventions are initially stumbled upon,
especially Hume’s two rowers example. However, rational agents can
fashion their conventions quite self-consciously at times, with an eye to
the justification of the convention. Legislated laws are perfect examples
of this. Hume seems to be describing here a situation in which it is
important that people recognize that there are levels of mutual knowl-
edge of interest, which is necessary for the forward-looking strategic
thought and not for the myopic equilibrium search.

Rousseau recognizes the importance of using oneself as a model of
others to discern mutual expectations in his Discourse on the Origin of
Inequality. In discussing the primitive situation of humans he attempts
to explain how early prelinguistic interactions took place. In interaction
it is most important to know what the others will do in order to secure
one’s own best outcome. To figure this out, a primitive human, he
supposed, would reason as follows: “Seeing that they all acted as he
would have done under similar circumstances, he concluded that their
way of thinking and feeling was in complete conformity with his own.
And this important truth, well established in his mind, made him follow,
by a presentiment as sure as dialectic and more prompt, the best rules
of conduct that it was appropriate to observe toward them for his ad-
vantage and safety” (Rousseau, 1983, p. 141). If we model others as like
ourselves, then we can use ourselves as analogue indicators of others’
beliefs and desires. And if we model them as rational like ourselves,
then we can make predictions about how they respond to us. But model-
ing others as rational also leads us to conclude that they will model us
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as we model them, and this raises for us the issue of common knowledge
or mutual belief.

In his seminal (1928) paper, “On the Notion of Games of Strategy,”
John von Neumann addressed the problem of how players must behave
in games of strategy in order to achieve their best outcome and presented
the first formal treatment of strategic games. He began by stating the
problem as a circularity: “the fate of each player depends not only on
his own actions but also on those of the others, and their behavior is
motivated by the same selfish interests as the behavior of the first player”
(von Neumann, 1928, p. 13). The presence of more than one player
makes this problematic because the outcome of any one player is due
not only to her action and the outcome of any risky events, but also the
decisions of others. von Neumann formalized the notion of strategy by
first reducing games of chance, that is, games in which there is a risky
event, to games of pure strategy by calculating the expected outcome
for each player and for each possible outcome of the risky event. Then
a strategy for each player consists in a set of decisions that he makes,
one action for each possible decision point contingent upon the inf(_)r-
mation that he has at that point. Thus, in effect, once players’ strategies
are chosen, the outcome of the game is determined, “the player knows
beforehand how he is going to actin a precisely defined situation: he
enters the play with a theory worked out in detail” (von Neumann,
1928, p. 18). Now von Neumann is able to prove his important Ir}aXImln
theorem, showing that there exists a unique solution that maximizes the
minimum gain for each player in 2-person zero-sum?” games.

Oskar Morgenstern was independently interested in the nature of
the foresight required rationally to solve decision problems. In his (}935)
“Perfect Foresight and Economic Equilibrium,” Morgenstern co.nsxders
the “Moriarty and Holmes problem”: Holmes is riding on a trail from
London to Dover, being pursued (as he knows) by Monarty. Holmes
gets off at an intermediate station because he surmises that Monarty
took a faster train to catch Holmes in Dover- Suppose that Moqérfy af‘g
Holmes have “full foresight,” that is they know the pr.Obablhty WI;
which events in the future will happen, including “foresight about the
probable behavior of others” (Morgenstern, 1935, p. 173). Then Mont;retz"
could have considered this possibility and gotten off too. But U tos:
Holmes could have expected that, and so forth. Morgenstern wrtes.

“Always, there is exhibited an endless chain of reciprocally conjectural

21. Zero-sum games are games in which the gains and losses to the playIerl;S faorrtiglearr):
outcome sum to zero. This is obviously a very r.estricted se't of g;;g:;inatign games,
a very important class of games for modeling social conventions, o Persuasively for
are positive sum. Schelling (1980; first published 1960) first 27t

the extension of game theory to nonzero-sum games.

s
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reactions and counter-reactions. This chain can never be broken by an
act of knowledge but always only through an arbitrary act — a resolu-
tion . . . . The paradox still remains no matter how one attempts to twist
or turn things around. Unlimited foresight and economic equilibrium
are thus irreconcilable with one another” (Morgenstern, 1935, p. 174;
italics omitted). Morgenstern does not solve this problem in this paper,
and indeed it may not be soluble in general, but he is clearly thinking
about how decisions are made in contexts in which agents consider each
others’ iterated considerations about each other.

Later, von Neumann and Morgenstern (1953), clarify the nature of
the complexity that strategic interaction introduces to decisionmaking.
They write: “each participant attempts to maximize a function of which
he does not control all variables. This is certainly no maximum problem,
but a peculiar and disconcerting mixture of several conflicting maximum
problems . . . . those ‘alien’ variables cannot . . . be described by sta-
tistical assumptions. This is because the other are guided, just as he
himself, by rational principles” (von Neumann and Morgenstern, 1953,
p. 11). A person in social interaction “will be influenced by his expec-
tation of [the other participants’ actions and volitions] and they in turn
reflect the other participants’ expectation of his actions” (von Neumann
and Morgenstern, 1953, p. 12). Thus, they argue, social interaction pre-
sents us with a conceptual difficulty, not merely a technical one, and
this is what they devised game theory to solve.

von Neumann and Morgenstern presented first their conception of
a rational solution for the simplest possible games: 2-person zero-sum
games, that is, games in which the loss of one is equal to the gain of
the other, so that the sum of the total gain is zero. A solution is a set
of strategies, one for each player. To be called rational on the instru-
mental theory we have been developing, it should maximize the ex-
pected utility of the players. But as Morgenstern demonstrated, in stra-
tegic contexts there is no straightforward way of characterizing the
expected actions of the others, as there would be in a parametric context.
Instead, choosing an optimal strategy involves considering the mutual
reactions to one anothers’ strategies. There is a condition that we can
set on the choice of strategies, as Luce and Raiffa (1957) write: “if a
theory offers g, and by as suitable strategies, the mere knowledge of the
theory should not cause either of the players to change his choice” (Luce
and Raiffa, 1957, p. 63). The reason for this should be clear, if players
want to change their strategies, there must be a preferred strategy, and
so the original one cannot be optimal. But if all the players are satisfied
that they cannot do better, then the optimal strategy, given the others’
strategies, has been reached. One limitation of this idea that equilibria
are solutions is that they are appropriate only in static contexts, as von
Neumann and Morgenstern clearly recognized. (Cf. von Neumann and
Morgenstern, 1953, p. 45.) A solution to a (static) noncooperative game,
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then, is an equilibrium, a set of strategies, one for each player, such that
no player can do better by deviating from her equilibrium strategy pro-
vided the others are playing their equilibrium strategies.? As I reported
earlier, for zero-sum games von Neumann proposed that each player
ought rationally to play that strategy that guarantees her the maximum
of all the minimum gains that she might realize, the ““maximin’’ solution.
He proved that if one allows strategies that are probability combinations
of more than one strategy, or “‘mixed strategies,” there is a maximin
solution for every zero-sum game. But many interesting games are non-
zero-sum, and for some such games there is no maximin strategy, even
in mixed strategies. John Nash (1951) generalized this conception of an
equilibrium to what is now called the Nash equilibrium, and showed
that there is such an equilibrium for every noncooperative game, perfect
or imperfect, zero-sum Or non-zero-suin, provided that the structure of
the game and the payoffs of the players in the game is common knowl-
edge among them.”

To illustrate the kind of thinking involved in finding an equilibrium,
consider the following situation. Suppose that Kim and Tim want to
meet but cannot communicate with each other before they are to meet.
Suppose that it is common knowledge that there are two places to meet,
in Kim’s office or in Tim's office, because they always meet in one of
them, but there is no rule for where they should meet this time. Which
one should they choose? A game theoretic analysis would normally
begin with a matrix representation of their options and their utility pay-

offs, as follows.

Tim
Kim'’s wait
wait 2, 1 0,0
Kim
Tim's 0,0 1,2
FIGURE 1.

s Kim’s and Tim's payoff in utilities,
o combination of strategies. For €x-
Kim's office, then Kim’s payoff is

Each entry in the matrix represent
respectively, for the correspondin
ample, if Kim waits and Tim goes to

I ‘ t of
22. But see Bacharach (1987) for some serious criticisms of the game theoreti€ concep

solution. hitis
23. Nash made no explicit reference to the common knowledge necessary, thoug

clear from the proof that he is assuming it.
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9 and Tim’s is 1. Now to find their equilibrium strategies, Kim would
begin by reasoning that if she were to wait in her office, then Tim would
want to go to her office, and if he were to go to her office, then she
would want to wait. Thus her waiting and Tim going to Kim’s office is
an equilibrium. Unfortunately, one can go through the same reasoning
for Tim waiting and Kim going to Tim’s office. Thus, there are two pure-
strategy Nash equilibria. Additionally, there is a mixed-strategy Nash
equilibrium, where each waits with probability 2/3 and goes to the oth-
er’s office with probability 1/3. So any of these three actions make sense
provided each thinks that the other is doing the other part of the equi-
librium strategy she or he has chosen, in the sense that one could not
do any better by doing something else, and one may well do worse.

This example also points out two of the biggest conceptual problems
for game theory. First, in many games there are multiple equilibria, and
then it is not clear what an agent ought to do.?* While it may seem
rational to pick one, if the others choose their equilibrium strategies for
different equilibria, it no longer has the characteristic of being the best
response one can make. The second problem is that mixed strategies
lack a clear strategic rationale as well. If one agent follows her mixed
strategy, then it does not matter what the other does - he has the same
expected outcome. But if he fails to play his corresponding mixed strat-
egy, then her mixed strategy no longer is the best response to his action.
These problems are particularly poignant for game theory as a normative
theory of rationality, because the solutions seem to lose their logical
connection to rationality, that is, to the principle of expected-utility max-
imization. John Harsanyi (1973) proved that we can often model these
games in such a way that the mixed strategy equilibria are stable, s0
that players may not deviate from their equilibrium strategies without
penalty. But this requires that we transform the original game into a
game where the players’ knowledge of other players’ outcomes is im-
perfect, that is, the payoffs randomly fluctuate with a known probability.
This kind of transformation poses a puzzle for those of us interested in
game theory as a model of rationality. Why should players use the
transformed game with uncertain payoffs when they are certain of the
payoffs? Why should they in effect throw out some of their information,
when by doing so they do not change their payoffs? Harsanyi’s solution
may be quite plausible as a rationale for explaining why players played
their equilibrium mixed strategies, but it does not offer any new principle
of rationality.

24. For that matter, there are some reservations about whether it is clear that one ought
to play one’s Nash equilibrium strategy when it is the unique solution. See note 20
above. I take game theory to require rational agents to play their unique Nash equi-
librium strategies when they exist.
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While much game theory can be done without explicitly considering
the background common knowledge assumed by the standard model,
once it was recognized just how much and what sort of knowledge is
necessary for the agents to find equilibria on the standard model, new
possibilities and new problems arose. The immediate predecessor of the
explicit formalizaton of the notion of common knowledge and belief in
game theory was David Lewis’s (1969) book Convention. Lewis intro-
duced the term common knowledge (meaning that not only all know what
is common knowledge, but that they all know that they know it, and
they know that they know that they know it, . . .), in order to give a
formal rational choice account of the origin of conventions. On his ac-
count, if agents are aware of a need for a conventional solution to some
interaction situation, and they have common knowledge of this, and
there is some particularly salient solution, which is itself common kpow]-
edge, then they will perform that action called for by the solution without
any prior agreement. They can do this because, being rational, they are
abie to reason to the solution, and if the situation is common knowledge
in the way just specified, they can reason that the others reason to the
same solution, and that the others reason that they all reason to thals
solution, and so on. Aumann'’s (1976) paper *Agreeing to leagreg,
which introduced common knowledge as a topic to game theonsts,‘relles
heavily on Lewis’s work, and provides an algebra of states of affa;rg for
distinguishing common knowledge from various levels pf mutu_al bel}efs,
which are finite levels of iterated knowledge or probabihghc be‘llef cl.mms.
Jaakko Hintikka’s (1962) book Knowledge and Belief on epistemic logic has
made it possible to explicitly model jevels of mutual knowledge that are
less than common knowledge. The existence among players of common
knowledge, or at least several levels of mutual knowledge, of some faFts
of the interaction situation is now seen as a crucial assuqlptlon_ WhlfCh
makes possible strategic interaction, that is, whi.ch makes it poss;:blel.q;
agents to model each other as rational agents .hke themselves. Xfillc’l
models of common knowledge in game situatlor_ls have l.aeen usfg " lln
solving some problems, such as finding coqperahve solutions :10 V\ll?lls §ny
repeated prisoner’s dilemmas (cf. Kreps, Milgrom, Roberts, an ’
1982), and it holds promise for future rese.arch._ .t rational

An important consequence of strategic rationality 15 tha i of
interaction among three or more individuals holds the poss1b’ ty ¢

... . i be possible for a subset O
coalition formation. In other words, it may b€ p thev would
the whole to cooperate to achieve a better outcome thant- ) %’S -
acting individually. In economic discussions such cooperatio nd in po-
times called collusion, or monopoly or oligopoly formgtlon,s;ith noted
litical theory it is often referred to as collective action. Adamor ¢ gives to
the effect of collusive action on markets and the advantages 1t g1

those who can easily combine in order to collude.
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What are the common wages of labour depends every where upon
the contract usually made between those two parties, whose in-
terests are by no means the same. The workmen desire to get as
much, the masters to give as little as possible. The former are
disposed to combine in order to raise, the latter in order to lower
the wages of labour.

It is not, however, difficult to foresee which of the two parties
must, upon all ordinary occasions, have the advantage in the dis-
pute, and force the other into a compliance with their terms. The
masters, being fewer in number, can combine much more easily;
and the law, besides, authorises, or at least does not prohibit their
combinations, while it prohibits those of the workmen. (Smith,
1976, pp. 83-84)

While both sides are “disposed” to collude, there are social forces push-
ing apart laborers more than capitalists. Aside from laws rigged in their
favor, what helps the capitalists is their relatively small number, since
there is less temptation to collude within the group in sharing the pro-
ceeds of their combining against the laborers. von Neumann (1959) also
recognized this feature of strategic interaction in games of more than
two persons, but he had little formally to say about how to approach
the problem.

Since von Neumann and Morgenstern’s book, it has become com-
mon to distinguish two different kinds of situations that form the major
division in the classification of game theoretic models: cooperative and
noncooperative games. In noncooperative games one assumes that play-
ers cannot make binding agreements, while in cooperative games they
may make binding agreements. A binding agreement is a promise t0
perform certain actions in the future, regardless of any other consider-
ations that might intervene between the promise and the time for per-
formance. For example, I may offer my house for sale at a certain price,
and if ] agree with a buyer on that price both of us are bound to honor
that agreement, regardless of the opportunities that seem to arise after
the handshake. Inability to make binding agreements effectively pre-
cludes coalition formation on purely rational grounds, since coalitions
rationally should form only if the members of the coalition can determine
h-ow they will share the gains from forming the coalition before the game
situation is settled.

To unite, then, members of potential coalitions need the opportunity
to communicate their collective interest and the ability to negotiate an
agreement about how they will share the gains from their cooperation.
Ix? addition, they may need an enforcement mechanism to punish any
violators of the agreement; and the greater the temptation for individuals
to cheat on the agreement, the stronger the mechanism needs to be. For
rational individuals, this enforcement mechanism constitutes another
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part of the cost of entering the agreement; and this cost is reflected in
the model by the utility assignments to the various potential coalitions.
Whenever the outcome for a subset of the players is better for them
if they form a coalition and they can enforce that coalition, it rationally
ought to form. The issue among them then becomes, “how shall we
divide the resulting payoff?”” But there are often competing coalitions
that can enforce their outcomes, and so players ought rationally choose
that coalition that guarantees them the highest individual payoff. The
main rationality concept of cooperative game theory, the core solution,
derives from dominance reasoning and addresses the question of which
coalitions can form. To define the core, we need to define the notion of
dominance reasoning in a cooperative situation. To say that an outcome
is dominated if any group of players could guarantee itself a better
outcome by acting as a coalition. The core is the set of all undominated
outcomes. Given the instability of coalition formation, any of the out-
comes of the core would seem possible, though none outside the core
would. This is, of course, not the only solution concept of cooperative
game theory, but it is the best general illustration of the sort of claims
about rationality that are made by the theory, most of which hinge on
dominance reasoning. But the core solution does not tell us how., exactly,
winning coalitions will divide their gains. The most influential of the
solutions to this problem that have been proposed is the Shapley value,
which weights each players’ contribution to the coalition according to
how much more the coalition makes in her presence rather than in her
absence (cf. Shapley, 1953; Roth, 1988). Howe\_rer, all the solutlo_ns to
this problem rely on some problematic assumptions, arguably arbitrary
from the point of view of rationality. ‘ od
Readers sophisticated in game theory will notice that1 have gmlge
discussion of many topics in contemporary game theory,.u}cludll‘ﬂg ar-
gaining theory and the theory of matching. While b-argammgdt ?O"z’i‘::
very important for theories of rationality in action, itis largely er(xi\-/a -
on the ideas we have developed here, and there exist aCCESS¥ble 1s;us
sions of it as an account of rationality (Gauthier, 1986; Resnik, 1987; 05
for a more noncooperative account of bargaining theory, Binmore ant o
Dasgupta, 1987). Matching theory, on the other hand, seems to mg ”
have little to add to a normative theory of individual rationality an i
be of value as a descriptive theory and as a theory for making policy

prescriptions (cf. Roth and Sotomayor, 1990).

4. RECENT DEVELOPMENTS OF THE CONCEPT
OF RATIONALITY

ssions in the game theoretic literature

i i i ion, buthave
delin rational mteractlop, .
; of rationality we

The common knowledge discu
have opened up new flexibility in mode ¢
also raised some problems for the traditional accoun

‘éﬂ_‘,,, m
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have developed in this paper. It has been shown that common knowl-
edge of some aspects of the interaction situation is necessary for there
to exist Nash equilibrium solutions in general. Since common knowledge
is a strong assumption, it limits the theory’s application, as presently
conceived. Several responses to this problem have been sketched. One
is to return to parametric modeling of other agents’ behavior in situations
where common knowledge is not available. This is, in effect, to return
to individual decision theory and reject the possibility of modeling the
thought processes of others. But it is not a good alternative; as long as
there is some information about others’ beliefs, it is inconsistent with
the Bayesian ideal arbitrarily to put aside that information. Furthermore,
a parametric agent is open to exploitation by the agent who goes one
step further in modeling opponents’ actions using higher levels of mu-
tual knowledge. Another response has been to argue that the necessary
common knowledge is not a strong assumption after all, because it is
just the background information that forms the very foundation of in-
teraction. One might argue this in the way that Davidson (1985) argued
against exclusive “conceptual schemes,”” but this kind of response has
only been hinted at in the literature and awaits a full development.
Common knowledge assumptions might be justified by an account of
the communal nature of rationality, though this would have to be done
carefully to avoid any conflict with the rational individualism of game
theoretic models. Most of the work in response to the common knowl-
edge problem has been to push back the limitations of game theory
without common knowledge, by defining new solution concepts that
require common beliefs, that is, common probability estimates. What
remains to be explored is the extent to which the commonness of the
knowledge can be weakened, that is, what sort of requirements ration-
ality puts on interaction with fewer levels of mutual knowledge or belief.
When the commonness of knowledge and belief is more seriously con-
sidered, another of the basic assumptions of game theory will also have
to come under scrutiny, namely, the assumption that rationality inheres
in individuals, not in groups.

Another set of problems that has received a great deal of attention
recently is the refinement of the Nash equilibrium and, more recently
still, attempts to abandon equilibria in favor of a more general no-
tion of “rationalizability.” The refinement program addresses the prob-
lem that there is often no unique rational solution, as in the Tim
and Kim example of Section 3. Ideally one would like a solution that is
unique and exists for every game, but none has been found, and there
are other problems with each of the solutions that has been proposed
(cf. van Damme, 1987). For instance, the refinement known as ‘‘trem-
bling hand perfect” equilibria claims that a rational strategy choice is
one that is a Nash equilibrium that remains an equilibrium when players
are allowed to ““tremble” in their choice of strategies, that is, to make
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mistakes in their play with some small probability (cf. Selten, 1975). But
this means that to find the rational action one has to consider that
mistakes are possible while assuming that it is common knowledge that
all the players act rationally. Furthermore, trembling hand perfect equi-
libria are also not always unique. Harsanyi and Selten (1988) take a
slightly different tack by offering a way to select one equilibrium in each
situation by pruning out successively less desirable equilibria. The prob-
lem remains, though, when different equilibria strategy combinations
lead to the same outcomes. Finally, Bernheim (1984) and Pearce (1984)
offer a more general conception of rational solution. Their idea is to
specify a whole set of behaviors that possess some plausible rationale
for players. These will not necessarily lead to equilibria; in most cascs,
in fact, there will be no equilibrium for the game, because of some
unresolvable uncertainty. The point is that they will then have to find
some other way to rationalize a behavior, and they have s.ome mut}xal
knowledge of this fact. The refinements to the Nash equilibrium solution
and the concept of rationalizability each make claims about the nature
of rationality. Game theorists constantly push forward the un.derstand-
ing of rationality through new solution concepts, and it 1s an 1mpqrtan,§
future project for philosophers to assess the claims that these “’solutions
make about the nature of rationality.

Important work is also being done on utility theory. There are several
criticisms of the univocality of the concept of utility. Sen (1977) argues
that we have preferences that are motivated by commitment and other
moral notions, and that these motivations cannot be corppared on a
single scale with mere desires. Etzioni (1986) proposes a utility functlor;
that has two components in the range of the function, one to ac.counf
for the moral component of satisfaction and one for the sahifactfolr_l of
inclinations. Schick (1984) argues that there is an aspect of “socia l?”d
or “responsiveness’’ in our motivations that is unh'ke the self-n;terg(s) :al
desires of utility theory and that must be included in a theory © rfa o-
behavior in order for that theory to account for a great range O Cf Pt
erative behavior. Multivalued utility functions, though, P;’SE ﬁat :léi‘:y
three problems for an account of rationality. First, practica ra]ti‘x)rglue /
requires that there be a solution, a rational thing to do. But mlx_au con-
functions are ambiguous about what 15 important - 15 the?e Tff'm ugstion
cerned”’ value to take precedence Of the individual Oﬂ;- tthl:nqit < not
can be decided by the rationality principle one applies, bu < preferable,
clear why having an ambiguous utility representation ll pfunctions
as a choice still has to be made. Second, multivalued ust:g 1;y moral the-
are less mathematically tractable. Third, they Pr.esupfo Ain of regress.
ory that then cannot be constructe.d from unlmeseoth(}:orists yet, but
None of these theories has convinced the ﬁglzn;oncept ot rationality
they may represent important challenges to

underlying it.
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5. CONCLUSION

In this essay I have presented the main links between game theory and
older philosophical ideas about rationality. Rationality, in the tradition
we have discussed, inheres in individuals. Rational individuals make
choices that they rationally believe will best bring about their most de-
sired outcomes, and these choices can be modeled by expected utility
calculations. While their beliefs and desires are held subjectively, those
beliefs and desires are subject to rationality conditions. The desires of
rational agents are transitive, complete, and relatively stable over time,
and so can be represented by single-valued utility functions. The beliefs
of rational agents are consistent with the probability calculus and for-
mulated from all of the information the agent has. In interactions among
rational agents, they consider each others’ best responses to their strat-
egies in formulating their strategies and try to find an equilibrium where
everyone is making a best response, and they consider the possible
coalitions they might form with others.

Game theory brings this model of rationality together in a formal
package, and theorists use it in a wide variety of contexts. Its formali-
zation and applications have led to further articulation of the theory of
rationality and have also allowed us to see some internal contradictions
and conceptual problems of that theory. A better understanding of com-
mon knowledge and belief made possible by game theory leads us to
question the idea that rationality is fundamentally individualistic. The
problems of multiple equilibria and of the rationale of mixed strategies
leads us to question the idea that rational individuals are equilibrium
seekers, and hence also the idea that they seek to maximize expected
utility. And the broad range of application of the formal model of utility
theory brings into question whether it can really be single-valued, or in
other words, whether “desire” as it has been applied in the traditional
model of rationality is a univocal concept.

Game theory is a theory of rational interaction that has its roots
firmly in the history of philosophical conceptions of instrumental ra-
tionality. It is an evolving theory that formalizes the lessons gleaned
from this history and is in a continual state of self-examination and
correction for internal inconsistency. In these respects it has been enot-
mously successful. It has allowed the formalization of a whole tradition
of thought on rationality, which has led to rapid development and €x°
tensions of the theory. Furthermore, the formalization of the theory has
increased the ability to find inconsistencies in the conceptions of ration-
alit-y tha‘t inspired it. These successes are important for the modeling of
rafnonahty in its own right. The formal theory has also lent jitself to @
wide variety of applications in moral, social, and political theory. And,
these applications in turn give us arenas in which to further test the
theory, as We?ll as to make new extensions to the model. A discussion
of these applications, however, will await another occasion.
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